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Example slide 1

We compute the matrix of outputs as1:

Attention(Q,K,V) = softmax(QKT
√

dk
)V

1Ashish Vaswani et al. Attention Is All You Need. June 2017. arXiv: 1706.03762
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Example slide 2

Header 1 Header 2 Header 3
Cell 1-1 Cell 1-2 Cell 1-3
Cell 2-1 Cell 2-2 Cell 2-3
Cell 3-1 Cell 3-2 Cell 3-3

Table: A Simple Table
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