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Linear Multistep methods

Finding a numerical method, specifically a linear multi step method, that is efficient (i.e.

requires minimal computing power for the result achieved) is the fundamental aim of this

project.

Mathematical modelling through differential equations have a large number of real world

applications, such as population growth. Outside of a handful of systems we do not have

exact solutions to these differential equations. Therefore, it falls to either approximations or

numerical methods. Numerical methods are used to solve intial value problems or boundary

value problems and all of these methods involve discretisation (i.e. continuous functions on

the interval [a, b] of x replaced by points xn = a+nh where n = 0, 1, 2, ...N and h=stepsize).

“An intial boundary value problem can be defined as

dy

dx
= f(t, y), (1)

for a ≤ t ≤ b subject to an intial condition; y(a) = α.” (Faires & Burden, 1998)

More precisely, numerical methods is a differance equation including a number of con-

secutive approximations (yn+j , j = 0, 1, ..., k). We can therefore compute, by sequential

methods, the sequence yn|n = 0, 1, 2, ..., N ; natuarally this differance equation involves the

function f . The integer k is called the stepnumber of the method; if k = 1, the method is

known as a one-step method. (Lambert, 1991)

At this point, it is important to state that for this project it is sufficient to only cover

explicit numerical methods. So, in other words yn+j is given in terms of previously com-

puted values yj , where j ≤ n.

The most basic one-step explicit method is known as Euler’s method, for now only

showing the foward differance method is sufficient.

xn+1 − xn = hf(tn, xn), n = 0, 1, 2, ...N (2)

computing the sequence xn given that x0 = α. (Griffiths & Highams, 2010)

Euler’s method is a good starting point but has its limitations, to increase accuracy

(i.e. how far our approximations are from the exact solution) we either increase the order

of Taylor expansion or find a better approximation. Multi-step methods (i.e. if k > 1,

the method is called a multistep or k-step method) are now introduced as more accurate

approximations. The Adams-Bashforth is a strongly recognized method for its accuracy

and is the two step method associated with Euler’s Rule as it is also explicit. It can be

defined as

xn+2 − xn+1 =
1

2
h(3fn+1 − fn), (3)

where fn = f(tn, xn) and fn+1 = f(tn+1, xn+1). (Griffiths & Highams, 2010)

The numerical methods have been establised and it is natural to progress into finding ways

to test and compare which methods are best. Accuracy has already been mentioned, in

detail it falls to define; local error, global error and truncation error. Convergance follows

from this, the aim being at each step of the method to converge to the exact solution as

our stepsize (h) tends to zero. Lastly stability is desired, more specifically: zero, aboslute

and relative stability. Stability concerns itself with making sure small changes in our data

to not cause large changes in the solution created by our method.

In conlusion, we aim to find efficiency in these methods through rigorous testing.
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